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Abstract: Recent developments in complex machine learning models have drastically increased the accuracy of electricity
price forecasting. In this paper, a combined model merging the RF and LSTM algorithms is given for improving price
forecasting. The stated model expands the ability of the RF algorithm to find advanced interactions between features and
the ability of the LSTM algorithm to identify temporal dependencies in time series data. The dataset set is of variables like
demand, temperature, sunlight, and rainfall. Min-max scaling is applied to the preprocessing, along with the sliding
window technique. Output describe that the combined hybrid model has improved accuracy than individual models
with higher precision and recall values. Specifically, the hybrid model achieved 95. 87% accuracy, a precision of 0. 88, a
recall of 0. 91, and an RMSE of 0. 032. The standalone Random Forest model was able to reach an accuracy of 93. 4%. The
LSTM model achieved an accuracy of 94.1%. Further, hybrid model further improved the performance results in terms of
precision, recall, and RMSE. Hence, this shows that the combined model is better suited for the task of forecasting
electricity prices, which makes the hybrid model capable of delivering efficient real-time predictions required to make
decisions in the energy markets. The results of the output are such that it indicates hybrid models that integrate RF and
LSTM could deliver more dependence and practicality insights.

Keywords: Electricity Price Forecasting, Combined Model, Random Forest, LSTM (Long Short-Term Memory), Time-
Series Forecasting, Machine Learning.

1. Introduction

inaccurate when the

considered.

Forecasting electricity prices over long periods--for longer-term  prediction is

instance, the next 10 years--is of serious concern to the
energy industry, which comprises utilities, traders, and

policymakers. Electricity prices are characterized by
volatility induced by demand variations, climate
changes, and supply-related variations, making long-
term forecasting exceedingly complicated. Traditional
methods usually fail to integrate these demanding
features, leading to less accurate long-term forecasting.
Machine learning models like Random Forest (RF) and
Long Short-Term Memory (LSTM) have shown
promise in time-series forecasting. The RF is presumed
good enough to capture relationships among the
features, while LSTM is good at modelling temporal
dependencies within sequential data. Yet, they both
have limitations: RF does not model time series trends,
nor does it capture long-term dependencies, while
LSTM loses track of many interactions of features in
high-dimensional data. This makes them rather
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In an attempt to encounter these flaws, this study aims
to develop a hybrid model that tries to combine the
strengths of both RF and LSTM. In order to model
long-term dependencies, RF helps LSTM in feature
extraction; in this joint exercise, a few of the individual
shortcomings of the models are overcome. It greatly
improves the predictability of electricity prices for 10
years into the future, leading to another stable and
reliable solution. The trained dataset includes some
features such as demand, temperature, sunlight, and
rainfall, where preprocessing is done with the help of
techniques such as Min-Max scaling and a sliding
window approach, which rightly adjusts the time-series
data. The performance of the hybrid model indicates its
superiority in providing further accurate long-term
price forecast responses to these challenges of the

QO8O volatility and uncertainty in electricity
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markets. Combining RF with LSTM gives an effective
methodology for predicting future electricity prices and
allows stakeholders to gain valuable insights.

2. Literature Survey

Recent advancements in machine learning (ML) have
opened up the exploration of hybrid methods through
the joining of different models ranging from Random
Forest (RF) to Long Short-Term Memory (LSTM) to
enhance the accuracy of electricity prices forecasting.
Adopting such modern methods in conjunction with
the regular time series models can solve the intricacies
of the power markets, essentially capturing the
interaction between many inputs (RF) and the temporal
dependencies in the data (LSTM). With RF and LSTM
working together, this combined approach is better
poised to address the challenges associated with the
extremes of fluctuation and unpredictability of
electricity price fluctuations.

Popeanga and Lungu et.al use time series analysis and a
centred moving average approach to predict energy
usage. The current study exemplifies the variation in
prediction beyond a specific temporal range as evidence
of the method. [1]

Pedregal and Trapero et.al, predicted short-term electric
load demands was carried out using the multi-rate
technique which gives rise to the necessity for
developing dynamic models that would adapt to
different time intervals. [2]

Almeshaiei and Soltan et.al proposed an approach to
electric power load forecasting. It dealt with integrating
several forecasting techniques to adapt to new
variations in demand loads brought on by weather and
consumer behaviour [3].

Ostertagova and Ostertag et.al have shown, through the
use of exponential smoothing approaches, that basic
smoothing techniques can be highly useful in short-
term power price forecasting; nevertheless, one
potential drawback of these techniques could be their
failure to capture abrupt price spikes [4].

Ostertagova and Ostertag enlarged their results to more
intricate exponential smoothing models bon the basis
of aforementioned findings [5].

Nazim and Afthanorhan et.al examined single, double,
and adaptive response rate exponential smoothing.
Their research showed that adaptive methods, while
more complicated, performed better in situations of
fast change and, as a result, are suitable for use in
markets for electricity. [6].
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Abd Jalil et al, reported an application of exponential
smoothing techniques in electricity load demand
forecasting, highlighting the applicability of such
techniques for markets with mild volatility [7].

Nazim and Afthanorhan et.al compare various
exponential smoothing techniques, including SES,
DES, Holt's (Brown), and ARRES, in forecasting
Malaysia's population. Their study emphasizes the
significance of selecting the most appropriate
smoothing technique for accurate and detailed
representations and also the demographic predictions,
which demonstrated the situations changing rapidly
with the change in the population. The change in the
population resulted in effecting the electricity price
fluctuations. [8].

Muhamad and Mohamed Din et al. have applied
exponential smoothing techniques to time series data
for river water levels. Their work shows the
effectiveness of these methods in the field of
environmental data forecasting, where it plays a role in
hydrological studies where predictions are sought that
will determine the optimum water use [9].

Kavanagh et al. investigate short-term demand
forecasting for the Integrated Electricity Market. The
paper discusses forecasting models devised specifically
to predict electricity consumption, a crucial task for the
stability and efficiency of energy distribution in
competitive markets [10].

Tirkeg, Giray, and Celebi make a comparison of
productivity forecasting methods: Holt-Winters, Trend
Analysis, and Decomposition Models.It reviews the
advantages and limitations of each method on demand
forecasting while also providing insights into
applications in various industries, notably energy and
utility forecasting [11].

A hybrid model combining Random Forest (RF) and
Long Short-Term Memory (LSTM) models results in
receiving orders that embrace the strengths of both
methods, incorporating feature interactions data and
long-term dependencies of a time series. Such
integration aims to benefit from the advantages of such
hybrid techniques-RF's capability of modeling non-
linear relationships and LSTM's capability of modeling
sequential data. This hybrid model would be
exceptionally helpful in electricity price forecasting
where the markets might show high volatility and
sudden bulges. The integration and use of both RF and
LSTM improve the accuracy of the forecasts and can
help create reliable forecasts for fast-paced electricity
markets. More enhanced forecasting capabilities for

better  decision-making and  risk
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management on the energy trading and consumption
front. With electricity price patterns now more
advanced, research on hybrid models that combine RF
and LSTM for meeting the increasing demand in the
energy sector may warrant further consideration.

3. Methodology

The first step is to extract and pre-process the dataset
through outlier elimination and the treatment of
missing values. The data is then divided into 70% for
training and 30% for validating.

Start

Data
preprocessing
and cleaning

Testing Data Training Data
(30%) (70%)

Apply Machine Learning and Deep
Learning Techniques

Apply Random
forest and LSTM
methods

Qutput results

Performance
Evaluation

Figure.1 Architecture of Electricity Price Analysis Model

The model comprises two components: Random Forest
(RF) and Long Short-Term Memory (LSTM) networks
refers to highly nonlinear relations between PS and
response, while LSTM analyses sequential data to find
the temporal dependencies, (Figure-1), ie. how
previous values affect the forthcoming. The model
performance is judged by evaluating RMSE, MAE, and
R2-RMSE and MAE for prediction accuracy, whereas
R2 accounts for the fit of the model to data justifying
for accurate and reliable predictions.

4 . Implementation

The date sets upon which our design is premised was
sourced from Kaggle, containing backgrounds of over
2000 entries at each point. The size of the train is about
233 Kb and had been pre-processed to go for further
analysis. During the course of data cleaning, missing or
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undetermined values are typically eliminated. After pre-
processing, the data set is demarcated into training and
testing sets, of which 70% goes for training while 30%
is for testing purposes. Both classical and hybrid
techniques are applied to this pre-processed data.

The classical ones are known by names of Random
Forest (RF) and Long Short-Term Memory (LSTM)
networks with an additional hybrid approach
incorporating both of these techniques into a robust
ensemble model. These models were assessed on a wide
array of evaluation criteria, such as Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE), and R-
square (R?), which together provide a sufficiently
detailed interpretation of the model's accuracy and
reliability.
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Where:
n = The combined count of data values
yj= actual value
y~j = predicted value
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Where:

n = The total number of data points
yj = Actual value
A} = Predicted value
y~ = Mean of the actual values
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Where:

n = The combined count of data values
yj= actual value
y~j = predicted value

Hybrid approach utilizes the strengths of RF and
LSTM, including that of the non-linear relationship and
the time-dependent pattern effectively. The results of
this assessment indicate that the hybrid model performs
a slightly improved prediction in electricity-price
forecasting, which opens the door to its real-world
application. Modeling work could focus on model
parameterization and the investigation of other
ensemble methods.

5. Analysis Of Experimental Results

The model is a combination of Random Forest and
LSTM. This hybrid model was compared with
standalone models like Random Forest and LSTM to
evaluate its performance. The accuracy, precision,
recall, and F-score were the main metrics used in the

testing process. The hybrid model of
POE0
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Random Forest and LSTM surpasses the separate
models with an accuracy value of 95.87%, a precision
score of 0.96, a recall score of 0.95, and score F of 0.96
(Table. 1). Such a model succeeds in capturing both the
temporal dependencies and the complicated non-linear
relationships existent in the data, and it serves as a good
model for electricity price prediction. The LSTM model
is, however, good at modeling sequential patterns, but
when combined with Random Forest, the power of the
system on the performance escalates to capturing the
complicated relationships present in the data.

Table. 1 Performance Comparison of the
LSTM+Random Forest, Random Forest and LSTM

algorithms
Algorithm | Random | Random | LSTM
Forest+ | Forest
LSTM
Accuracy | 95.87 93.40 94.10
(%)
Precision | 0.96 0.95 0.96
Recall 0.95 0.94 0.93
F-Score 0.96 0.95 0.94

100 Accuracy Comparison of Different Models

98

96 1 95.87

Accuracy (%)

93.40

92

an 1
LSTM-Random Forest Random Forest LSTM

Models

Figure.2 Accuracy Comparison of Models

Accuracy: One defines accuracy as the anticipated
general correctness of predictions, and this is
obtained by finding the ratio between the number of
correct predictions and the total number of
predictions. (Figure-2)

{true positives+irue negatives )
Total noof Test Samrples e (4)

ACCUrasy =

Precision Comparison of Different Models

Precision

04
LSTM-Random Forest

Random Forest LSTM
Models

Figure. 3 Precision Comparison of Models

Precision: Precision indicates the correctness of
positive predictions. (Figure-3)
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Figure.4 Recall Comparison of Models

Recall: Recall assesses how well the classifier catches
all the relevant instances, with high recall showing the
absence of a few missed instances (Figure-4)

(True Positives)
True Positives+Faloe Hazativeo e (6)
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Figure.5 F-Score Comparison of Models

F-Score: The F-Score is a combination of precision
and recall to reach a single measurement to which one
can refer in balancing trade-off. This is relevant when
both false positives and false negatives are considered
significant. (Figure-5)

(Pracdsicr+Recall)

F Erore = 2X
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110

100 1

90 1

80 1

Electricity Price (RRP)

70

60 1

2
%
ea
=N
3
@

Figure.6 Electricity Analysis for Next 6 Years
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RMSE for 6 Months Forecasting
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Month 1 Month 2 Month 3. Month 4 Month 5 Month 6
Months

Figure.7 RMSE for 6 months

The (Figure-6) graph shows us the analysis of electricity
market, which is visualized over a period of six years.
The graph contains the years of analysis done taken on
the x-axis and the electricity demand taken on the y-
axis. This graph is used to understand how the demand
is affected over the time while considering the previous
trends.
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Figure.8 Confusion Matrix of Random Forest
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Figure.9 Confusion Matrix of LSTM
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Figure.10 Confusion Matrix of RF+LSTM
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Figure.11 Combined Confusion Matrix

In the Random Forest confusion matrix we have the
evaluations, where the blue color of intensity
represented explains us about the positive or correct
classification and also the false or incorrect
classifications. The random forest achieved the
accuracy of 0.80 that means 8 out 10 are correctly
predicted. (Figure-7) Similarly for the LSTM the
confusion matrix is represented by yellow and green,
where green represents the high or more accurate
predictions. In this there are fewer misclassifications
observed than the Random Forest (Figure-8). Now in
our hybrid approach of combining the both stand alone
models Random Forest and LSTM the confusion
matrix depicts the better performance compared to the
traditional methods with no misclassifications (Figure-
9,10).

6. Conclusion and Future Scope

In this work, a hybrid random forest LSTM approach
is proposed for electricity price predictions, which can
simultaneously assess the sequential relationships and
complex non-linear patterns in the data. The
performance of the model was compared against the
pure Random Forest and the LSTM models and
yielded better accuracy and the major performance
indicators in terms of RMSE, MAE, precision, recall,
and F1 score.

Although the model is achieving good performance,
future work will be directed towards improving the
performance of the model by adding more features
(.e., weather information or market conditions).
Scalability and generalizability of the model make it a
promising agent for applications such as renewable
integration and energy policy analysis, and it
demonstrates the promise of sophisticated machine
learning approaches in time-series forecasting.
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